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The Decline of the Military Ethos and Profession of Arms: 

An Argument against Autonomous Lethal Engagements 

Lt Col Michael R. Contratto, USAF 

Throughout history many new weapon technologies have been 

introduced into combat prior to a full evaluation or understanding of the 

doctrinal, legal, and ethical implications of their use.1 Similarly, today’s 

battlespace is witnessing the introduction of numerous robotic systems 

to conduct many military missions. Thus far these robots still operate 

with humans directly “in the loop” of the decision process—especially 

when that loop is part of an offensive kill chain.2 The future battlespace, 

if we allow it, will be quite different. While the exact year is still in doubt, 

the capability for robotic autonomous lethal engagements will eventually 

exist and possibly much sooner than many may think.3 Placing worries 

of “Skynet” achieving consciousness and bands of “Terminators” running 

amok aside, as military science and sociology fuse, we truly find 

ourselves on the cusp of a “brave new world” in warfare.4

The research question this paper addresses is what are the key 

military ethical issues of totally removing, other than the initial 

programming of the autonomous agent, the human in the loop of 

offensive kill chains? The specifics of how the technology is developed or 

what form it takes are not germane to this paper.

 

5 Definitions are 

important; within this paper, ALE is the application of lethal force by a 

robotic or computer system which solely relies upon its own internal 
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programming and capabilities to conduct and execute all elements of the 

kill chain.6

For the purposes of framing the discussion and analysis later in 

the paper, a very futuristic autonomous lethal engagement (ALE) 

scenario is introduced here. The year is 20XX and as tensions between 

BadGuyLand and the United States are on the rise, a US remotely piloted 

aircraft (RPA) conducts a covert operation over a military installation that 

is home to 10,000 ground combat troops of the potential enemy. Over the 

base the RPA releases 2,000 lethal nanorobots which bury themselves 

into the dirt and go into a dormant mode. US intelligence services have 

gained access to the genetic database of the enemy’s Army soldiers and 

the nanorobots are programmed with this information which allows them 

to take a quick DNA sample and validate its discrimination algorithm 

before taking lethal action. Six months later and for just reasons, the 

United States formally declares war on BadGuyLand and, as the enemy 

ground troops mobilize for immediate deployment, activates 1,000 of the 

nanorobots which complete their mission and kill 1,000 soldiers. The 

 Programmed with rules of engagement (ROE), laws of armed 

conflict (LOAC), conventions, and heuristics, an ethical black box within 

the ALE system independently evaluates each step of the kill chain and 

decides when and whether to engage an intended target with lethal force. 

Simply stated, there is no “human in the loop” other than the original 

manufacturing, programming, and introduction of the system into the 

combat zone. 
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United States promises more of the same within the next hour which 

causes BadGuyLand to sue for peace. 

My thesis is that while the outcome of offensive ALE may largely be 

considered amoral (death of a combatant resulting from a cruise missile 

strike or a robot is really no different), the act itself is contrary to military 

ethics and detrimental to the military profession and thus should be 

prohibited. Another key definition to frame the ensuing deconstruction is 

that of ethics—which can be broadly stated to be “the study of good and 

evil, of right and wrong, of duty and obligation in human conduct, and 

the reasoning and choice about them.”7

ALE and Just War Theory 

 To develop my thesis, three 

primary analytical filters are used: (1) the traditional concepts of Just 

War Theory, (2) assignment of moral agency, and (3) the professions of 

arms and the military ethos. My framework will highlight some of the 

major debates and issues using the first two filters, assume that legal 

guidance and sound doctrine can overcome these issues, and then focus 

on the third filter as the primary argument against ALE. As the analytical 

foundation is laid throughout the essay, key implications will be raised 

along with several recommendations. 

Most ethical analyses of ALE begin with an evaluation against the 

precepts of Just War Theory. Elements of contemporary just war thought 

trace their roots to Saint Augustine some 1,600 years ago. Although the 

addition of increasingly complex technology to the battlespace has at 
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times challenged the interpretation and application of just war precepts, 

for the most part the just war body of knowledge has remained relatively 

consistent. The theory’s main components generally include seven jus ad 

bellum considerations (acceptable justifications to use armed force and 

declare war) and two principle jus in bello considerations (acceptable 

conduct in war).8

Jus ad bellum 

 A literature search of the ethical considerations of ALE 

in the context of Just War Theory actually reveals much debate, deep 

thought, and extensive analysis of the issue on the part of science fiction 

writers, roboticists, philosophers, and the occasional professional 

military education student. 

The seven generally accepted tenants of jus ad bellum include the 

requirement for a just cause, proportionality (good of war aims overrides 

the general evil the war will cause), a legitimate authority to declare war, 

a reasonable chance of success in war, right intention, war declared as a 

last resort, and the goal of a just peace.9 At first glance, since jus ad 

bellum is mainly concerned with the decision to go to war, the use of ALE 

in war would seem to present little direct conflict with any of these 

requirements. Upon deeper reflection however, several vexing issues 

quickly surface. With our military establishment increasingly relying 

upon systems of systems to manage and prosecute warfare, ALE has the 

potential to leapfrog the entire requirement for a state’s legitimate 

authority to choose when and where the use of military force is 
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warranted.10 One does not have to rely on extreme scenarios or rogue 

computers to envision a chain of events in which an ALE weapon system 

may conduct an action that could lead to war.11

In addition to legitimate authority concerns, Peter Asaro represents 

a group of ALE opponents whose position can be summarized as 

presenting a jus ad bellum argument against ALE because it limits the 

risk to nations and their soldiers to such an extent that it significantly 

removes political barriers and lowers the bar for proper authorities to 

declare and enter war.

 Even if the ALE followed 

established ROE and LOAC, the ALE may occur without the legitimate 

authority’s knowledge or approval. And if so, the weapon system would 

usurp the legitimate authority’s other jus ad bellum responsibilities and 

place a nation squarely on the brink of, if not in, war. 

12 This nuanced argument maintains that ALE 

would skew the arithmetic of proportionality such that force may not be 

used as a last resort.13 In other words, the use of ALE has the potential 

to dramatically reduce risk to combatants and make war less costly in 

terms of human capital and thus may increases the tendency to enter 

wars too willingly. In times of conflict, a natural tendency exists to put a 

greater value on the lives of our soldiers and citizens than the enemy’s. If 

our expected costs of waging war are so low, statesmen may not 

adequately account for the costs of our adversary and society as a whole 

in the decision to declare war or use force. An important extension of this 

logic trail is that risk free war can eliminate the horrors of war and in so 



8 

doing become a strong disincentive to seek a lasting jus in pace (just 

peace) in pursuit of tranquillitas ordinis (just societies).14

Such misgivings do have overall merit in an ethical discussion of 

ALE. However, these discussions do not deductively determine whether 

the reasons for war or the use of ALE in war may be just or not and as 

such are somewhat misplaced. While these concerns are important and 

must be understood by the legitimate authority, the tenets of jus ad 

bellum should stand on their own merit. In fact, arguing that less risk to 

combatants leads to a greater likelihood of the use of force could be used 

as a tactic to oppose many improved weapon technologies.

 

15 The 

opposing perspective is that from the tip of the phalanx, to a sniper at 

several hundred meters, to an unmanned aerial system operator sipping 

coffee at Creech AFB, Nevada—isn’t ALE simply the next evolutionary 

step in the pursuit of risk free war?16

Regardless, the overarching concern still remains valid; thus two 

formally stated jus ad bellum implications of developing and employing 

ALE are that its introduction may lead to a greater willingness to declare 

war or use lethal force to satisfy political objects and its advent has the 

potential to change the nature and character of war unlike any other 

technology to date. To address these implications, legal and doctrinal 

 For the military, the full impact of 

this question is better evaluated in terms of the overall context of the 

profession of arms and military ethos rather than jus ad bellum. 



9 

guidance is needed—guidance that unfortunately does not currently 

exist. 

How we fight our nation’s battles is “built upon social, cultural, 

and ethical norms that are very specific to a time and culture,” so ALE 

represents the deliberate pursuit of a revolutionary jump in warfare.17 

The negative effects of employing ALE on our long term strategic position 

in the current world environment are difficult to predict. But given recent 

experience, continuing our conventional dominance on the battlefield 

through ALE will likely increase the stability/instability paradox we now 

experience and force our adversaries to fight even more asymmetric and 

hybrid forms of war with perhaps a greater willingness to acquire and 

use nuclear, biological, or chemical weapons. Thus if ALE is pursued, its 

use should be very limited to support near-term, clear-cut, small-scale 

tactical objectives avoiding mass applications which could compromise 

long term strategic goals such as establishing a just peace and building 

the capacity for effective governance in regions where anarchy reigns. Or 

stated another way, robots can’t win hearts and minds nor should we 

expect our enemies to simply give up.18

Returning directly to the issue of doctrine, even though several US 

military-sponsored research projects for developing ALE capabilities 

exist, doctrinal and legal thought lags far behind.

 

19 The 2007 DOD 

Unmanned System Safety Guide included no discussion of the use of 

autonomous lethal force by robotic systems.20 When questioned if a 
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newer version was in draft that would address the prospect of ALE, the 

office of primary responsibility replied “No,” citing a lack of funding, and 

compelling need and interest expressed by the services or agencies.21 

Somewhat better, the Air Force’s Unmanned Aircraft Systems Flight Plan 

2009–2047 admonishes, “Ethical discussions and policy decisions must 

take place in the near term in order to guide the development of future 

UAS [unmanned aircraft systems] capabilities, rather than allowing the 

development to take its own path apart from this critical guidance.”22 It 

then states that in the meantime “. . . we must continue to dovetail 

unmanned and manned capability so that lacking datalink assuredness 

or the political will to use autonomous strikes, the USAF will still have 

the ability to hold strategic targets at risk.”23

If ALE capabilities are pursued, senior military advisors and 

civilian statesmen will require deeper critical analysis and litmus tests to 

evaluate the use of robotic lethal force. To this end the United States 

should spearhead a very broad legal review of ALE technology while 

simultaneously developing doctrinal guidance that establishes, defines, 

and limits the acceptable scope of its application. A critical issue to 

resolve will be determining exactly where to draw the autonomous line. 

For example, while it would seem clear that we would not “hand over” 

nuclear missions and responsibilities to an ALE capable system, what 

other morally high stakes scenarios would fall into the same prohibited 

category? Putting sound doctrine in place before the advent of ALE 
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capabilities would be necessary to provide clarity on its proper 

employment to avoid jus ad bellum violations. 

Jus in Bello 

Jus in bello is primarily concerned with two key criteria—

proportionality and discrimination. Proportionality prohibits unnecessary 

violence and dictates a level of force in war that is proportional to the 

goals sought.24 Proportionality requires the use of violence calibrated to 

justice or, more colloquially, you can’t use a nuke to eliminate a sniper.25 

Additionally, discrimination mandates that noncombatants must not be 

intentionally killed. Subtler jus in bello concepts regarding the principles 

of double effect and double intent factor into the calculus of the use of 

force as well.26

The professional community is divided on the question of whether 

an ALE system could ever satisfy a strict interpretation of proportionality 

and discrimination criteria. Many argue that it is simply impossible to 

ethically code a robot’s black box with enough moral values and 

situational awareness to make ethically sound discrimination and 

proportionality decisions.

 

27 Yet others, championed by Ronald C. Arkin, 

an ALE proponent conducting DOD sponsored research, claim otherwise. 

Arkin believes that “ethical governors” can eventually be programmed 

with the complete LOAC, the Geneva Conventions, and theater specific 

ROE that would give robots the capability to perform ethically better than 

humans.28 He confidently states “it is not my belief that unmanned 
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systems will be able to be perfectly ethical in the battlefield, but I am 

convinced that they can perform more ethically than human soldiers are 

capable of.”29 He then uses a 2007 Office of the Surgeon General, US 

Army Medical Command report citing numerous ethical violations on the 

Iraqi battlefield to bolster his assertion.30

Imagine then an ALE robotic system that does not get tired, afraid, 

hungry, or homesick; and does not express feelings of adrenaline fed 

rage, guilt, hatred, and revenge for killed buddies. The system is 

programmed without the need or concern for self-defense and self-

preservation. These robots don’t draw salary, benefits, or pensions nor 

incur physical and psychological damage in war. They are more effective, 

efficient, and less costly to the environment. The logical question 

becomes if ALE technology could spare our military members from the 

ravages of war and reduce war crimes, are we not morally obligated to 

pursue such capability?

 

31

While this utopian vision may appeal to many, such grandiose 

hyperbole, especially in the early development of any new technology, 

should surely be treated with a healthy dose of skepticism—Murphy will 

be alive and well. In fact, the disparity of considered opinion on the issue 

should serve as a forewarning that if ALE technology is employed in 

combat, its early introduction will come with high risk for failures in 

discrimination and proportionality calculations. Thus ALE capability 

development must follow a very slow and incremental crawl, walk, run, 
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maturation process. Furthermore, the keystone of any ALE system’s test 

and evaluation program would be exhaustive and complicated scenario-

based operational evaluations to extensively validate discrimination and 

proportionality algorithms.32

Moral Agency 

 For the sake of continued argument, 

assume that an ALE system can satisfy jus in bello proportionality and 

discrimination criteria. What then is the next major ethical hurdle to the 

employment of ALE? 

The ability to assign moral agency represents the next hurdle. 

Though not specifically called out in any of the ad bellum or in bello 

criteria, society has traditionally assumed that a moral agent exists (or 

that at least an adequate level of moral agency can be assigned) in the 

application of lethal force.33

Using a moral agent, act, and outcome framework highlights the 

ALE dilemma of assigning moral agency. Ethically is there any difference 

 Although societal and international norms 

today do accept a great degree of indirectness in the assignment of moral 

agency while applying lethal force, this acceptance is not without limits. 

In fact, a lack of direct moral agency can contribute to putting weapon 

technologies, such as landmines, off limits. Therefore it becomes 

important to be able to assign moral agency with an acceptable level of 

directness in two broad ALE situations: (1) the textbook, error free use of 

ALE; and more importantly, (2) in the event that the robot “misbehaves” 

and violates some ROE, LOAC, or jus in bello principle. 
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in the outcome of a successful lethal cruise missile strike launched from 

several hundred kilometers away or by a robot employing ALE? The 

enemy is dead in both scenarios (outcome) and with varying degrees of 

directness, a human was involved in the killing by creating the weapon 

system and “employing” its capability. Ethically, is there any difference in 

a slight modification to the scenario where an unintentional cruise 

missile component failure or the ALE robot’s misapplication of 

discrimination directly leads to noncombatant deaths? Again the 

outcome is the same. The two scenarios and examples within each subtly 

differ and highlight the different aspects of an implicit requirement that a 

responsible moral agent exists for the actions taken in the conduct of 

war, especially when something goes wrong or atrocities occur. 

Textbook Application 

In the first scenario, since a person tasked with adhering to LOAC 

and ROE remains in the cruise missile kill chain, direct moral agency for 

the application of lethal force can be assigned (the person who launched 

the missile). Who then is the moral agent for the ALE robot that correctly 

applies lethal force—the robot, the commander who employed the 

system, or the engineer or programmer? Again experts widely disagree. 

Some claim no one can “justly be held responsible,” thus the general use 

of ALE is automatically unjust and unethical.34 Others have no qualm 

assigning responsibility to the robot itself.35 Even if ethically 

programmed, I agree that the robot is “off the hook” regarding ethical 
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responsibility. Furthermore, although a high degree of direct moral 

agency does not exist, it does lie somewhere between the two extremes 

(no one or the robot) at an Aristotelian golden mean. So, assigning moral 

agency to the soldier or commander who employed the system (similar to 

the cruise missile example) would not make ALE unethical in a strict 

legal sense. The strength of this argument predominantly rests upon the 

assumption that the ALE robot is capable of applying discrimination and 

proportionality criteria as well as, if not better than, humans. 

War Crime 

In the second scenario, if an ALE robot committed what would be 

considered a war crime, the tougher question becomes who can be held 

responsible for the resultant atrocities? Combining the legal principles of 

diminished responsibility and product liability, along with the long held 

principle of a commander’s accountability, I believe wronged parties 

could achieve due recourse in the event an ALE robot mistakenly killed 

noncombatants or committed war crimes.36 Outside of the additional 

consideration of including a degree of contractual liability on the 

manufacturer, this approach is consistent with how we treat other forms 

of technology and the principle of the nontransferable nature of 

accountability on the part of the commander.37 To formally satisfy moral 

agency questions if ALE algorithms fail, future employment of ALE will 

also require a thorough legal review to determine the appropriate 

combination of product liability and diminished responsibility on part of 
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concerned parties (manufacturer, engineer, programmer, and 

commander) that supports assigning a legally sufficient level of moral 

agency. 

Let us optimistically assume that future ALE robots possess 

thoroughly tested and robust jus in bello proportionality and 

discrimination abilities and an international legal review and subsequent 

codification accepts that sufficient direct moral agency can be assigned 

to the textbook application of ALE. Let us further assume that legal 

reviews and international norms accept that a worst case failure of an 

ALE system leading to innocent deaths is a relatively amoral outcome. An 

outcome chalked up to the extreme fog and friction of war or to 

unforeseen and unintended failures such as when a cruise missile 

component breaks. Should we then vigorously pursue the use of ALE? A 

slight change in perspective of the assignment of moral agency serves as 

the key ethical filter to address ALE’s fitness for use in an offensive 

capacity. 

The Profession of Arms and Military Ethics 

Although international legal review might accept a sufficient level 

of moral agency to support ALE’s general use as well as adequate 

accountability and recourse for restitution involving war crimes, from the 

military perspective this should not be the final or even the most 

important critical evaluation. The key issue remains that other than 

introducing the ALE system to the battlespace, at no point in the kill 
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chain does an individual soldier hold the responsibility for the act that 

requires moral agency. A more appropriate analytical filter for this 

absolute lack of direct moral agency in committing the act of offensive 

lethal force resides within the larger context of military ethics and the 

profession of arms. 

Profession of Arms 

It is not trite to pose the following foundational questions—would it 

be considered honorable for the profession of arms to resort to the use of 

ALE? Does such technology cross the line into unprofessional behavior? 

If so, what are the implications? Martin Cook asserts that the profession 

of arms’ foundation does not simply rest upon flashy rhetoric but rather 

upon a strong moral basis rooted deep within our society. He writes, 

“Strong aspirations are the foundation of military virtues that preserve 

and sustain some of the noblest human values: to serve others even at 

the cost of personal sacrifice, and to discipline one’s mind and body so 

that it serves a purpose larger than self and the pursuit of pleasure.”38

Similarly others emphasize that the essence of the military 

profession includes “the capacity to reason to efficacious decisions” of 

great moral import.

 

39 Our current obligation as a profession is to prepare 

for and wage the nation’s wars and thus, by extension, our soldiers must 

be prepared to suffer, fight, kill, and die for their country.40 Resorting to 

the use of ALE begins to chip away at the profession of arms’ moral 

foundation by freely relinquishing our direct moral agency for war’s most 
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profound activities. If professions are “quintessentially” human 

institutions operating in areas “where humanity’s most profound 

concerns arise” and we willingly relinquish the responsibility for the 

toughest decisions in our sphere of expertise, what do we say if someone 

asks, “How can I be a professional when there is no profession?”41

The answer to and implications of this question are not trivial. Our 

military is a specialized culture separate from civil society with laws and 

traditions of our own.

 

42 As such our nation and civilian leaders trust us 

to act as the “moral agent of the American people” and grant us 

significant independence to do so.43

At its core ALE may threaten this separateness and independence, 

sense of worth and self-esteem, and ultimately our status as a 

profession. Additionally, the military also requires a degree of moral 

independence and autonomy to be an effective servant of government. 

James Burk describes this requirement when he states that “military 

professions require autonomy, to include moral autonomy, to be 

competent actors held responsible for what they do.”

 We are self-forming and organizing 

with laws derived from and dictated by our nation’s leaders and the US 

Constitution. 

44 He lists this 

autonomy as “a precondition for responsible obedience” and “on which 

the moral responsibility of the military profession depends.”45 Likewise, 

Anthony Hartle claims that the most significant aspect of being a 
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professional is the “existence of a particular moral relationship between 

the professional and the society within which he or she functions.”46

Applying these philosophic strains to ALE, if we freely give away 

our moral autonomy to robots or computers, we are in danger of giving 

up a huge chunk of the moral responsibility that secures our existence 

as a profession and subordinates us to the nation we are sworn to defend 

and serve. If robots accomplish our most dangerous and near impossible 

missions what then becomes the role and purpose of the soldier?

 

47 In a 

period when the model of military officership is already undergoing 

profound change, the use of ALE portends a further outsourcing of 

traditional warrior roles and responsibilities and will hasten a decline of 

the military profession.48

Military Ethics 

 

Having analyzed ALE in the context of the profession of arms, what 

does a military ethical filter portend? If we build upon our previous 

definition of ethics, military ethics becomes “the study of honorable and 

shameful conduct in the armed service; about decency, discretion, 

wisdom, and virtue; about reasoned choice and obligation” to self and the 

profession of arms.49 While these obligations apply at all times they are 

most vital during times of war when we must guard against the desire for 

just ends overcoming the prohibitions against using unjust means. In 

other words, “something must exist beyond [success] because successful 

preparation for or execution of combat can never be the ultimate 
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consideration in military ethics.”50 Acknowledging that there are some 

things we cannot definitively know the justness of, would the use of ALE 

be “consistent with our deepest moral sense?”51

In Dr. Martin Luther King’s letter from a Birmingham jail regarding 

the unjustness of segregation laws he stated, “To put it in terms of 

Thomas Aquinas: an unjust law is a human law not rooted in eternal and 

natural law. Any law that uplifts human personality is just. Any law that 

degrades human personality is unjust.”

 Is the use of ALE, in 

fact, militarily unethical? 

52

Soldiers are moral agents of the state and throughout history have 

been the exemplars of numerous prized virtues such as patriotism, valor, 

and honor. Our most exalted Soldiers have exemplified the cardinal 

virtue of moral and physical courage. Without exposure to physical risk 

and making profound decisions in war, the opportunities to exercise 

moral and physical courage are greatly decreased. Pulling on this moral 

thread is not the same as saying that the fight against our enemy must 

always be fair as Gen George Patton succinctly reminded us: “No bastard 

ever won a war by dying for his country—he won it by making the other 

poor dumb bastard die for his country.”

 Now replace “law” with “act” in 

the last two sentences. Would the act of ALE, without any direct human 

moral agency, distort the soul of the military ethic and damage the 

profession of arms in the process? I contend yes. 

53 
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Nor is it a simple romanticization of war. For over two centuries 

honorable and brave Soldiers, forged in the crucible of fighting our 

nation’s wars, have returned home and served as a key ingredient in our 

nation’s moral stock—a stock that infuses our society and is passed 

down through generations. Today we are better service members, 

patriots, and Americans because Airman believed in a cause greater than 

self and freely took to the skies over Nazi Germany decades ago. While 

atrocities and war crimes unfortunately still occur, we nevertheless 

remain a more ethically attuned military because service members today, 

like generations before us, exercise ethical fitness while facing moral 

dilemmas at the strategic, operational, and very personal level of war. 

Resorting to the use of ALE foreshadows a future decline in 

military ethics and climate of ethical laziness. At the extremes of ethical 

laziness lurks a fear that risk free war will create huge physical and 

psychological disconnects between the exercise of lethal force and those 

who prosecute it and a lack of empathy for those who it is waged upon.54

Finally, Hartle writes that one purpose of professional ethics is to 

“delineate the moral authority for actions necessary to the professional 

function but generally impermissible in moral terms” and as such the 

ethical code “may thus both prohibit and permit various morally 

significant actions.”

 

55 It is partially within this authority that doctors are 

allowed to prescribe dangerous and addictive drugs, lawyers can conceal 

facts of crime committed by a client, policeman and fireman make life 
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and death decisions in the conduct of their duties, and the military fights 

and kills in the conduct of war. We should be no more eager to give up 

this weighty responsibility to an autonomous agent than doctors would 

forgo their responsibility to operate, lawyers to defend, or judges to 

adjudicate. 

The rise of killer robots will inevitably lead to a decrease in the 

need for traditional military skills and virtues. Soldiers will become too 

distanced and desensitized both emotionally and physically from war, 

with a subsequent decline of military ethos, increasing ethical laziness, 

and lack of self-determined action.56 Indeed ALE technologies represent 

the precipice of desensitization to violence since in a robot war few 

remain to be desensitized. In this new warfare reality anyone could 

command killer robots, and the military professional in full regalia might 

as well be a white-coated, robotics engineer.57

Writing on the quest for bloodless war, Robert Mandel states, “from 

the military’s own standpoint, perhaps the most disturbing prospect 

emerging from the quest for bloodless war is the potential erosion of the 

military ethos: the military ethic is built on the principles of self-sacrifice 

and mission accomplishment; troops are supposed to be willing to die so 

that civilians do not have to. This warrior code clearly encompasses why 

soldiers fight, how they fight, what brings them honor, and what brings 

them shame.”

 

58 In summary, it is my position that the use of ALE will 

result in an abandonment of this long held warrior code. Therefore, the 
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offensive use of ALE should always keep a human in the loop of the kill 

chain. 

Conclusion 

Robotic autonomy is coming to many walks of life sooner than 

most think. Some of the ethical implications raised bear relevancy for 

other robotic applications such as autonomous planes, trains, and 

automobiles. Similarly, doctors and lawyers will soon face equally 

challenging ethical dilemmas as technology forces their professions to 

decide if they are willing to relinquish their moral agency to autonomous 

agents programmed with the knowledge to practice medicine and law. I 

maintain that relinquishing the moral responsibility for the endeavors 

that make us most human does not speak well for humanity and thus for 

the military profession; I believe that offensive ALE is fundamentally 

detrimental to the ethical conscious and moral basis of the profession of 

arms and should not be adopted as an accepted use of force. Rather, we 

should always keep a human in the loop of the offensive kill chain. 

Sir John Winthrop Hackett once spoke, “The major service of the 

military institution to the community of men it serves may well lie 

neither in the political sphere nor the functional. It could easily lie within 

the moral. The military institution is a mirror of its parent society, 

reflecting strengths and weaknesses. It can also be a well from which to 

draw refreshment for a body politic in need of it.”59 In the end, our moral 
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worth is the strongest argument for keeping humans in the loop of the 

kill chain. 

Notes 

                                                 
1. Peter M. Asaro, How Just Could a Robot War Be?, 2008, 

http://www.peterasaro.org/writing/Asaro%20Just%20Robot%20War.pdf

(accessed 12 October 2009). For example, in World War I advances in 

submarine warfare witnessed the abandonment of the long-held 

convention of rescuing the surviving crewmembers of sinking enemy 

ships. The act of a submarine aiding the remaining survivors became 

viewed as being “so risky that it would render submarine warfare 

impractical” and thus fell to the wayside of accepted ethical norms 

during war. Asaro wrote that German Admiral Karl Doenitz eventually 

issued the infamous Laconia order in 1942 which strictly forbade 

German submarines to provide succor to survivors of sinking ships 

during World War II. After the war’s conclusion, Doenitz was acquitted of 

war crimes charges on this matter at the Nuremberg trials. 

2. Many current defensive systems such as the Patriot missile and 

other ballistic missile defense systems, the Navy’s Phalanx close-in 

weapon system for ship protection, or the Army’s counter rocket artillery 

mortar technology operate in a fully autonomous mode with humans 

monitoring the loop as a safety trump or only in a fail-safe role. Such 

systems, whose past failures have presented ethical dilemmas of their 

own, primarily draw on the inherent right of self-defense. As such, I 
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